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Static vs Contextualized 
representations

Static Embedding

● Easily to be trained on specific 
(historical) corpus

● Produce one space for each period, 
spaces need to be aligned

Contextualized Embeddings

● Trained on large collection of 
documents

● Not easy to specialize on specific 
corpus (resources required, 
catastrophic forgetting)

●  Usually use pretrained vectors
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Static vs Contextualized 
representations

Static Embedding

Collapse word semantics in a single 
point in the space, in order to compare 
semantics over time you need different 
vector spaces over time

Contextualized Embeddings

One vector for each usage of the word. 
You can then distinguish vectors 
computed for word usages coming 
from specific period
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Embedding

Time 1 Time 2
All at once



Static vs Contextualized 
representations

1836
If the sun's rays be parallel to any plane, that plane to which they are 
parallel, is called a plane of shade.

1836
its angles upon a given point A, in the plane, on which the ichnography 
is to be described; 

1836
will be no difference between the shadow on the plane, and the side of 
the prism which projects that shadow; 

1853
There are other kinds of planes besides the above; as the plough, for 
sinking a groove to receive a projecting tongue; 

2003 Troy turned it to the right, and the plane turned to the right, just

1999
They had been making good progress, in spite of their greenness; next 
day Mr. Fulton was planning to stretch the silk over the planes; 

1990

In the meantime, most of the troops and 25% of the supplies flying to 
Saudi Arabia are traveling on wide- body planes leased from 
commercial airlines.

2006

Reduction is only needed in patients near skeletal maturity whose 
fracture has more than 50-70 degrees of angulation in either the 
sagittal or coronal plane (Rab &; Grottkau, 2001).
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Comparing vector spaces



Lexical Semantic Change Models

P. Cassotti, P. Basile, M. de Gemmis, and G. Semeraro, “Analyzing Gaussian distribution of semantic shifts in Lexical Semantic Change Models,” IJCoL 
Ital. J. Comput. Linguist., vol. 6, no. 6–2, pp. 23–36, 2020.
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Alignment approach

Post-alignment 

● Post-alignment models first train static word 
embeddings for each time slice and then 
align them

Jointly alignment

● Jointly Alignment models train word 
embeddings and jointly align vectors across 
all time slices

● Jointly Alignment models can be 
distinguished in Explicit alignment models 
and Implicit alignment models.



Alignment approach

Post-alignment 

● Post-alignment models first train static word 
embeddings for each time slice and then 
align them

Jointly alignment

● Jointly Alignment models train word 
embeddings and jointly align vectors across 
all time slices

● Jointly Alignment models can be 
distinguished in Explicit alignment models 
and Implicit alignment models.

Post-alignment and Explicit alignment 
rely on the assumption that only few 
words change their meaning

!!



Orthogonal Procrustes (OP)

Procrustes analysis is a form of statistical shape analysis 
used to analyse the distribution of a set of shapes. The 
name Procrustes (Greek: Προκρούστης) refers to a bandit 
from Greek mythology who made his victims fit his bed 
either by stretching their limbs or cutting them off

https://en.wikipedia.org/wiki/Statistical_shape_analysis
https://en.wikipedia.org/wiki/Shape
https://en.wikipedia.org/wiki/Procrustes
https://en.wikipedia.org/wiki/Greek_language


Orthogonal Procrustes (OP)



Orthogonal Procrustes (OP)

Rotation matrix

Embedding matrix 
time t

Embedding matrix 
time t+1

William L. Hamilton, Jure Leskovec, and Dan Jurafsky. 2016. Diachronic Word Embeddings Reveal Statistical Laws of Semantic Change. In Proceedings of the 54th 
Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 1489–1501, Berlin, Germany. Association for Computational 
Linguistics.

https://aclanthology.org/P16-1141
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Contextualized 
Models

26



TempoBERT

● Use time as additional context
● Exploit time masking

Rosin, Guy D., Ido Guy, and Kira Radinsky. "Time masking for temporal language models." Proceedings of the Fifteenth ACM International 
Conference on Web Search and Data Mining. 2022.



Temporal Attention

● Extends self-attention to include time dimension

Time-specific weight matrix

Guy D. Rosin and Kira Radinsky. 2022. Temporal Attention for Language Models. In Findings of the Association for Computational Linguistics: 
NAACL 2022, pages 1498–1508, Seattle, United States. Association for Computational Linguistics.

https://aclanthology.org/2022.findings-naacl.112


XLM-RoBERTa

Sebastian Ruder, Anders Søgaard, and Ivan Vulić. 2019. Unsupervised Cross-Lingual Representation Learning. In Proceedings of the 57th Annual Meeting of the 
Association for Computational Linguistics: Tutorial Abstracts, pages 31–38, Florence, Italy. Association for Computational Linguistics.

https://aclanthology.org/P19-4007


Gloss Reader

● Rely on XLM-RoBERTa and trained on a English Word Sense Disambiguation 
(WSD) dataset (SemCor)

● Zero-shot ability on other languages such as Russian

The bank can guarantee deposits will eventually cover future 
tuition costs because it invests in adjustable-rate mortgage 
securities.

Context
Encoder

Gloss
Encoder

Rachinskiy, Maxim, and Nikolay Arefyev. "Zeroshot Crosslingual Transfer of a Gloss Language Model for Semantic Change Detection." Computational linguistics 
and intellectual technologies: Papers from the annual conference Dialogue. 2021.



Deep Mistake

● Pretrained XLM-R fintuned on MCL-WiC task
● Not depends on fixed sense inventories

Arefyev, Nikolay, et al. "DeepMistake: Which Senses are Hard to Distinguish for a WordinContext Model." Computational linguistics and intellectual technologies: 
Papers from the annual conference Dialogue. 2021.
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XL-LEXEME

Pierluigi Cassotti, Lucia Siciliani, Marco DeGemmis, Giovanni Semeraro, and Pierpaolo Basile. 2023. XL-LEXEME: WiC Pretrained Model for Cross-Lingual 
LEXical sEMantic changE. In Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics (Volume 2: Short Papers), pages 
1577–1585, Toronto, Canada. Association for Computational Linguistics.

https://aclanthology.org/2023.acl-short.135
https://aclanthology.org/2023.acl-short.135
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Dataset Languages

WiC
Pilehvar et al., (2019

Monolingual
EN

XL-WiC
(Raganato et al., 2020)

Multilingual
EN, BG, ZH, HR, DA, NL, ET, FA, FR, DE, IT, JA, KO

MCL-WiC 
(Martelli et al., 2021)

Multilingual
EN, AR, FR, RU, ZH

Crosslingual
AR, FR, RU, ZH

AM2ICO
(Liu et al., 2021)

Crosslingual
EN, DE, RU, JA, KO, ZH,AR, IN, FI, TR, EU, KA, UR, BN, KK

Pierluigi Cassotti, Lucia Siciliani, Marco DeGemmis, Giovanni Semeraro, and Pierpaolo Basile. 2023. XL-LEXEME: WiC Pretrained Model for Cross-Lingual 
LEXical sEMantic changE. In Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics (Volume 2: Short Papers), pages 
1577–1585, Toronto, Canada. Association for Computational Linguistics.

https://aclanthology.org/2023.acl-short.135
https://aclanthology.org/2023.acl-short.135


XL-LEXEME

Periti, F., & Tahmasebi, N. (2024). A Systematic Comparison of Contextualized Word Embeddings for Lexical Semantic Change.



XL-LEXEME

Periti, F., & Tahmasebi, N. (2024). A Systematic Comparison of Contextualized Word Embeddings for Lexical Semantic Change.
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Definition Generation
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Mario Giulianelli, Iris Luden, Raquel Fernandez, and Andrey Kutuzov. 2023. Interpretable Word Sense Representations via Definition Generation: The 
Case of Semantic Change Analysis. In Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), 
pages 3130–3148, Toronto, Canada. Association for Computational Linguistics.

FLAN T5

https://aclanthology.org/2023.acl-long.176
https://aclanthology.org/2023.acl-long.176
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Mario Giulianelli, Iris Luden, Raquel Fernandez, and Andrey Kutuzov. 2023. Interpretable Word Sense Representations via Definition Generation: The 
Case of Semantic Change Analysis. In Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), 
pages 3130–3148, Toronto, Canada. Association for Computational Linguistics.

https://aclanthology.org/2023.acl-long.176
https://aclanthology.org/2023.acl-long.176
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Mario Giulianelli, Iris Luden, Raquel Fernandez, and Andrey Kutuzov. 2023. Interpretable Word Sense Representations via Definition Generation: The 
Case of Semantic Change Analysis. In Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), 
pages 3130–3148, Toronto, Canada. Association for Computational Linguistics.

https://aclanthology.org/2023.acl-long.176
https://aclanthology.org/2023.acl-long.176


Definition Generation
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Mario Giulianelli, Iris Luden, Raquel Fernandez, and Andrey Kutuzov. 2023. Interpretable Word Sense Representations via Definition Generation: The 
Case of Semantic Change Analysis. In Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), 
pages 3130–3148, Toronto, Canada. Association for Computational Linguistics.

https://aclanthology.org/2023.acl-long.176
https://aclanthology.org/2023.acl-long.176


Substitution-based

42

Dallas Card. 2023. Substitution-based Semantic Change Detection using Contextual Embeddings. In Proceedings of the 61st Annual Meeting of the 
Association for Computational Linguistics (Volume 2: Short Papers), pages 590–602, Toronto, Canada. Association for Computational Linguistics.

https://aclanthology.org/2023.acl-short.52


Substitution-based
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Dallas Card. 2023. Substitution-based Semantic Change Detection using Contextual Embeddings. In Proceedings of the 61st Annual Meeting of the 
Association for Computational Linguistics (Volume 2: Short Papers), pages 590–602, Toronto, Canada. Association for Computational Linguistics.

https://aclanthology.org/2023.acl-short.52


Substitution-based
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Francesco Periti, Pierluigi Cassotti, Haim Dubossarsky, Nina Tahmasebi. 2024. Analyzing Semantic Change through Lexical Replacements. ACL 2024

https://aclanthology.org/2023.acl-short.52


Beyond Binary Lexical Semantic 
Change Detection
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Using Synchronic Definitions and 
Semantic Relations to Classify 

Semantic Change Types

Change is Key!
changeiskey.org

Pierluigi Cassotti1, Stefano De Pascale2, Nina Tahmasebi1
1University of Gothenburg

2VUB/FWO/KU Leuven

http://changeiskey.org
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Synchronic Relations as a product of Semantic Change

graft

Horticulture

Medicine

Corruption
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Synchronic Relations as a product of Semantic Change
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Synchronic Relations as a product of Semantic Change

graft graft

1800 20241865 1871
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Synchronic Relations as a product of Semantic Change

graft graft graft

1800 20241865 1871

Metaphor

Co-hyponym 
transfer
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Synchronic Relations as a product of Semantic Change
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Horticulture

Medicine

Corruption
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Blank’s Taxonomy
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Blank’s Taxonomy
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Blank’s Taxonomy
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Definitions manually curated by an Historical Linguist 
aided by ChatGPT
● We translate Blank's glosses into English 

using Google Translate's API 

● Following this, we  prompt ChatGPT API, 
providing some examples we initially set up 
to generate definitions that are more akin to 
those found in a dictionary.

● Finally, a linguist with expertise in historical 
linguistics and semantics manually reviewed 
and refined the collection of generated 
translations and definitions, replacing or 
modifying them as necessary.
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ChatGPT Prompting
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Blank’s Taxonomy
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Blank’s Taxonomy + Definitions = Lexical Semantic 
Change Cause-Type-Definitions Benchmark
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WordNet

● Antonymy: Opposite meanings, e.g. hot and cold

● Hyponymy: Sense more specific instance of a 
general category, e.g. sparrow is a hyponym of bird

● Hypernymy: A sense that is a general category of 
more specific instances, e.g. bird is a hypernym of 
sparrow

● Co-hyponyms: Senses that share the same 
hypernym, e.g. cat and dog are hyponym of “animal”
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WordNet

● Antonymy: Opposite meanings, e.g. hot and cold

● Hyponymy: Sense more specific instance of a 
general category, e.g. sparrow is a hyponym of bird

● Hypernymy: A sense that is a general category of 
more specific instances, e.g. bird is a hypernym of 
sparrow

● Co-hyponyms: Senses that share the same 
hypernym, e.g. cat and dog are hyponym of “animal”

● Homonymy: We random sample pairs of senses to 
emulate homonymy
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Classification
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Results

WordNet Test set (Synchronic)
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Results

WordNet Test set (Synchronic) LSC-CTD Benchmark (Diachronic)
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Results
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Results
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Results
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Conclusion

In this work,  we have showed that:

● definitions of word senses can be used to detect 
semantic change type;

● we can classify the type of semantic change by training on 
synchronic sense relationships using sense definitions; and that

● type information can improve models for both graded 
Word-In-Context (WiC) as well as semantic change detection.
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Links
hf.co/ChangeIsKey/change-type-classifier

pierluigi.cassotti@gu.se

zenodo.org/records/11471318

github.com/ChangeIsKey/change-type-classification

Change is Key!
changeiskey.org

https://huggingface.co/ChangeIsKey/change-type-classifier
mailto:pierluigi.cassotti@gu.se
http://zenodo.org/records/11471318
http://github.com/ChangeIsKey/change-type-classification
http://changeiskey.org
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Introduction
Contextualization

70

Sitting on a rock

Listening to rock

The advancement of LLMs: Contextualization
When words are used in contexts similar to those 
encountered during training, LLMs can easily differentiate, 
in a computational way, between word meanings.

https://www.changeiskey.org/people


The heart is sportive, light, 
and gay, life seems a 
long glad summer’s day
1854, found via
https://discovery.nationalarchives.gov.uk 

Introduction
Language is always changing

71

The heart is sportive, light, 
and happy, life seems a 
long glad summer’s day

gay
homosexual ← happy

Lexical Semantic Change
Words changing in meaning over time.

Lexical Replacement
Words replaced by other words over time.

E.g.,gay has changed its meaning 
from happy to homosexual

E.g.,happy has replaced the word 
gay in some of his contexts

Can LLMs contextualize word meanings that have not been 
encountered during training?

https://discovery.nationalarchives.gov.uk
https://www.changeiskey.org/people


The replacement schema
Self-embedding distance

72

synonyms (e.g. sadness ← unhappiness )
- Expectation: similar embeddings
- Emulation: the absence of any semantic change

antonyms (e.g. hot ← cold )
- Expectation: slightly less similar embeddings
- Emulation: a contronym change

hypernyms (e.g. animal ← bird )
- Expectation: slightly less similar embeddings
- Emulation: a broadening change

random (e.g. sadness ← eld )
- Expectation: very dissimilar embeddings
- Emulation: strong semantic change 

(i.e., the emergence of a homonymic sense)
cosine distance

Self-embedding distance

replacement 
embedding

target 
embedding

https://www.changeiskey.org/people


The replacement schema
Self-embedding distance
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https://www.changeiskey.org/people


Modeling Semantic Change
Graded Change Detection

Graded Change Detection consists in 
ranking a set of targets word according to 
their degree of semantic change between 
two time periods.

E.g.,  A noisy fly sat on my shoulder

fly ← bug, 
fly ← beetle,
…
fly ← butterfly

degree of 
change

Lexical replacements

fly ← bug, 
fly ← beetle,
…
fly ← butterfly

degree of 
change

Lexical substitutes



Modeling Semantic Change
A novel approach based on lexical replacements

E.g.,  surface, aircraft, …, level, airplane

E.g.,  plane

…

avg. word
self-distance

avg. word
self-distance

Collection Replacement

Quantification Scoring



Modeling Semantic Change
A novel approach based on lexical replacements
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Lexical replacements

contextualization noise
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Modeling Semantic Change
lexical replacements  vs. lexical substitutes

Lexical replacements Lexical substitutes



Conclusion
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In our work…

● We analyzed semantic change though 
lexical replacements

● We proposed a new interpretable 
method to model semantic change

● We compared the use of lexical 
replacements and lexical substitutes 

Takeaways

● BERT, mBERT, and XLM-R struggle to 
contextualize word meanings that 
they did not encounter during training

● Semantic change can be modeled as 
contextualization noise

● Our method obtain state-of-the-art 
results while being interpretable



Outline

● Computational Modeling Lexical Semantics
○ Synchronic Modeling
○ Diachronic Modeling

● Human annotation of Lexical Semantic Change

● Diachronic Models of Language
○ Static Models and Alignment
○ Contextualized Models
○ Generative Models

● Hands-on



80

Thank for your 
attention!

https://www.changeiskey.org/ pierluigi.cassotti@gu.se

https://www.changeiskey.org/
mailto:pierluigi.cassotti@gu.se

